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Abstract— A sliding mode reference conditioning for con- input to the plant). A modified version of the conditioning
strained linear systems is proposed which presents some dis-technique is the so-called generalized conditioning tigien
tinctive features. In fact, contrarily to other control solutions, proposed by Walgama and coworkers (1992). In this approach,

the sliding mode conditioning loop completely avoids saturation, f filter is i ted d ditioning is ied
so that the prescribed closed-loop behavior is never abandoned. a reterence Titer IS incorporated, and conditioning IS 1earr

As a consequence of this property as well as of the robustnessout on the filtered Signal instead of dil’eCtly on the refeeenc
features of sliding mode control, the closed-loop dynamics of Helpfully, this generalized technique can be applied tagea

_thg congitiotning Circuithafiﬁ ofSthe niai?h loop ?re_ completely class of controllers. Among other contributions, Seabral.
Inaependent one of each otner. 50, NO Turtner analysis IS necesga H H H
to ggarantee stability of the controlled system ):juring slidisrfg (199.5) and Hli)pe (2001) propose shaping the reference in a
mode conditioning. nonlmgar fashion. o .
In this context of reference conditioning, a novel techeiqu
' is introduced in this note. This new conditioning algorithm
is developed within the framework of variable structure-sys
tems undergoing sliding regimes. This approach provides an
|. INTRODUCTION extremely simple solution with very attractive featurestth

The interest in developing control strategies to reduce tAiferentiate it from other proposals. In fact, the propbse
undesirable effects of restrictions has led to an increasifonditioning of the reference completely avoids the ocnre
number of publications addressing the problem from differe©f restrictions, maintaining the main loop always closelder,
viewpoints. For instance, using concepts of LQR (Turner af@iS @lgorithm can be applied without distinction to both
Walker, 2000), LPV (Wu and Grigoriadis, 1999), LMI's (Mui_open-loop stable and unstable plants. Additionally, sitie
deret al., 2001), SM (sliding mode) (Mantz and De Battistagconditioning is carried out on the reference and the main
2002), robust control (Yoost al., 2002), etc. Many of these [00P is always closed, the main loop (linear) dynamics is
control solutions fit within the well-known ‘two-step’ degi affected neither by the restriction nor the conditioningdo
paradigm (Kothareet al., 1994). In this methodology, the Moreover, due to the robustness properties of SM control,
controller is firstly designed neglecting the restricticfisst the conditioning loop dynamics is insensible to the process
step) and then a correction loop is incorporated which iisact Under control. Thus, the dynamics of the main control loop
only when restrictions occur (second step). The aim of tffd of the SM conditioning loop are independent one of each
auxiliary loop is to guarantee graceful degradation from tfPther. This property has important implications. In faat, a
performance of the system without restrictions. Partitgla 2dditional study to investigate the stability of the cofiet
this work is exclusively concerned with the design of thi§yStem during SM compensation is not necessary. Further-

correction loop (second step), whereas the linear coatrol"0re, the implementation and tuning of the SM algorithm
design step is omitted. is straightforward even in the case of a preexisting linear

Index Terms—reference conditioning, constrained systems
sliding mode.

Generally, limitations occur during transient responses gontroller. _ _ _
external excitations such as reference changes and distyf! contrast with other variable structure controllers, dime
bances. Then, many proposals can be interpreted as $hdhe control strategy proposed here is not to evolve in SM
conditioning of the reference to avoid problems caused EQMards the equilibrium point. Contrarily, the sliding ieg
actuator saturation. For instance, one of the first and nitst ¢ IS intended as a transitional mode of operation. It is aimed
contribution is the anti-windup (AW) conditioning technigu at conditioning the rate of change of the reference in order
developed for PID controllers (Hanes al., 1987). Although to avoid that the controller output exceeds the limits of the
the conditioning is applied to the integral state of the coRCtuator output or other variable of interest. Hence, ohee t
troller, it is deduced from concepts of ‘realizable refeen SYStem becomes able to evolve towards the linear operating
(Penget al., 1998) (This signal is interpreted as the referend&9i0n without reference conditioning, the SM compensatin

that if it had been applied to the controller from the begigpi |00P becomes inactive. Because of the nature of the proposed
it would not have driven the actuator into saturation, ire t SM compensation, the main drawbacks of variable structure

controller output would have coincided all the time with th&€°ntrol (i.e. chattering and reaching time) can be ignored i
the current application. In fact, the sliding regime is coedl
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A. Conditioning algorithm for biproper controllers
l For clarity of presentation, the conditioning algorithm is

introduced first for biproper controlleis, i.e. for controllers
having d. # 0 (Note that PI controllers fall within this
category). In the following subsection, the proposed étigor
is generalized to cope with a larger class of controllers.

In order to avoid windup by conditioning the filtered refer-
encery, the following switching law is proposed:

I'=

w=wt if s>0
w=0 if s=0 @)
w=w" if s<0

Fig. 1. Proposed reference conditioning via sliding mode.

ll. AW REFERENCE CONDITIONING ALGORITHM VIASM ~ Where
s(up, Ts) = up — U, (8)
Fig. 1 illustrates the control system with the proposed
conditioning of the reference. Two loops can be distingeish Peingzs = col(z, e).
the main control loop and the SM reference conditioning The objective of this discontinuous law is enforcing the
loop. P represents the process under control which may fallowing behavior (Utkinet al., 1999):
either open-loop stable or unstablg, is the actuator(C' is
a minimum phase rational controller of order designed to 9
accomplish the control specifications during linear openat
7; represents the set of SM feedback gaifisis a reference In conventional VSS, this behavior leads to a sliding regime
filter of first order similar to the one introduced by Walgaaha on the surfaces = 0. Conversely, in the current application
al. (1992) It is worthy to mention that the filter has not of ifselthis is not the case. Actually, the switching law (7) deterasi
the aim of avoiding saturation after reference changesadt) f two sliding surfaces:
this obvious solution would lead to an extremely conseveati _
design. Contrarily, the compensation lies on the conditign = {ws[u, —u =0}
of the filter output as a function of the restrictions. = {@slu, — v =0}
The actuator nonlinearity is characterized by Whilst the actuator operates in its linear registy,, ) =
u, —u = 0 and the control signal is maintained-at= 0, i.e.
' no correction is made. Nevertheless, whetnies to exceed its
Ko:q up=u !f Up SUST @) upper bound {(u,, zs) < 0), i.e tries to crossS, the control
up =y, I u <y, signal w switches tow™. Similarly, whenw intends to fall
which are tgpic below its lower bounds((u,, zs) > 0) and crosss, w switches
tow™. Then sliding regimes are feasible on the surfazesd

limsg,0+ S < 0
lim,_,o- § > 0.

[Ch Ol

(10)

Uy =u, If u>mu,

In this paper, saturation and rate limiting,
actuator nonlinearities, are considered. In the formerinon
earity, the constant valueg, andu,, are the upper and lower <
limits of the actuator. In the latter case, andu,, are linear
increasing and decreasing functions of time.

Besides, the dynamic behavior of the procéisthe con-
troller C' and the filterF' are described by

A necessary condition to accomplish (9) is that,, =)
must be of relative degree one with respecit(Sira-Ranirez,
1989). Note that this is true for all biproper controllers fact,
the errore appears implicitly in (8) through the forward gain
d.. Then, properly choosing the switching levets, sliding

P { Tp = Apxp+byup @ regimes are established once the sliding surfaces areagach
Ny = Ty, (i.e. once the controller output reaches one of its boundls).
sliding regime onS or § implies that the filtered reference
. { iy = AMlzp—r)+w 3) r¢ is continuously adjusted so that the controller output neve
Ly = oz, goes outside the linear region of the actuator. Thus, windup
and other related problems are completely avoided.
C - { . = A.x.+bee ) During a sliding regimegz, is constrained to the sliding
1 v = com.+dee. surface, thus existing a linear dependence among the state

coordinates. In fact, from (8) and (6), the errercan be
Expressed as a function af.: ¢ = d_'(i, — c.z.) where
U, i used to represent either of the saturation limigsor
[ iy ] { A, b, } [ z, } u,,. This dependence can be used to obtain the closed-loop
= +
A

Then, the open-loop dynamics of the conditioning loop
given by

sliding dynamics (Hunget al., 1993). Effectively, replacing
this equation in (5), the reduced-order sliding dynamieddg:

+ 0 410 )
Aly—1)—9 I Fo = Qoo —bed;'ay, (11)
U = ol + dee. (6) Q. = (A.—bedtec.). (12)



As it can be easily checked, the eigenvalue@pfre the zeros  Again, during a sliding regime o8, there exists a linear
of the transfer function of”. SinceC' is a minimum phase dependence among the state coordinates. Indé&}, ;) = 0
controller, the SM conditioning loop is stable. This dynasis can be solved for and replaced in (13). Thus, the reduced-
not seen from the controller output which is fixedigtduring order sliding dynamics yields (Hung al., 1993)

the sliding regime. Moreover, this (inverse) dynamics enes

interesting robustness properties (note that it dependis on ,1."1 i U2
on controller parameters) that will be formalized immeeliat “2 B s
after the generalization of the method. . B a7)
Up—1 = upl
L . 1 = 70 (t, — D8 Tiuy)
B. Generalization to strictly proper controllers I p+1 7P !
y prop e = Ppuc+Qne.

In this subsection, the algorithm previously introduced is ) ) ]
extended to handle minimum phase strictly proper contmlle €'€arly, during SM operation, the dynamics of the controlle
The dynamics of the conditioning loop is still represente@UtPut is governed by the firgt files of (17). Consequently,
by (5)—(6) where nowd, = 0. Let p be the relative degree of if the coefficientst; are chosen so that the roots of the
the controllerC’ with respect to its input. It is convenient Polynomial >7¢(7;;1s") are all real and negative, then the

to transform the open-loop conditioning dynamics (5)—(@pi Sliding regimes onS will be stable andu will not present
the normal canonical form: overshoots. That is, once a sliding regime is establishes, t

controller output will tend exponentially towards its sattion

“ _ U2 limit until the system reenters linear operation. Consetjye

2 B s the actuator never saturates. On the other hand, the hidden
i ; v dynamics of the controller will be governed by the eigengalu

Z’l B ap am4be (13) of @, i.e. by the zeros of the transfer function @f SinceC

L fﬁtﬂ:— anc is of minimum phase, this hidden dynamics is also stable.

77; _ )\“ec+ \ 7(7” -t w Remark 1: Because of the robustness properties of sliding

w =y f v Y modes, the dynamics of the conditioning loop is independent

of the main loop dynamics. Effectively, the second and third
wherep, = [ u1 uz -+ wu, |7 comprises the controller terms of the right hand side of (5) can be interpreted as the
output and its firs{p — 1) derivatives,,. is a set of(m — p) disturbance and controlled vector fields of the conditignin
linearly independent state coordinates, ané 0. In this form, loop, respectively. Clearly, the disturbance satisfiestiagch-
the zeros of the transfer function 6f are the eigenvalues of ing condition (Sira Rafnez, 1988), i.ecol(0, A f(y—r)—y) €
Q. span (col(0,w)) Then, as (17) and (11) corroborate, the SM
Unfortunately, for strictly proper controllersp (> 0), (8) conditioning dynamics is insensible to the process ougput
does not verify the reaching condition (9) to establishdirsfj and its derivativej. Moreover, the dynamics of the controller
regime on the associated sliding surfaces (SiradRezn1989). output is completely governed by the feedback gains
To satisfy this condition, the switching law is reformuldtas Effectively, neither the proces? nor the main loop controller
follows: ) C affects the dynamics of the control signawhile the SM
. _ i conditioning loop is active.
ST ; Tirul? 14 cemark 2: The dynamics of the main loop, with input and

o o ~outputy, is also independent of the conditioning loop (being
Whereu(_l) IS theq*" derivative of the controller output. This  active or inactive). In fact, the main loop dynamics remains
new switching function has relative degree one with respe@gvemed by the controllef’. Two facts make this possible:
to the control signalv. Actually, it can be rewritten in terms (1) The conditioning circuit acts on the filtered referenge

of the new coordinates, = col(xc, 7, €): taking no action within the main loop; (2) The conditioning
p circuit ensures that no limitation occurs, guaranteingetb
s(up, Ts) = up — Z Tty — Tpy1(aupte +anne +be) (15) loop linear operation of the main loop. Thus, the dynamics of
1 the main loop is always described by
wherer; = 1, and differentiating with respect to time once, it
appears the control signal. This switching law determines P A —bodec, byce -
two sliding surfaces { x’; } = p—b;;p P ZC ] [ xi } +
S = {Z.|s(up, &) = 0} byd, }
5 = {ils(u i) = 0). 16) R 18)
associated to the upper and lower limits of the actuator, y = [¢ 0] { Tp ]
respectively. WithS = {#,|s(7,,%,) = 0}, we will refer e

without distinction to any of these surfaces. Once any of Then, the eigenvalues of the main loop dynamics are
these sliding manifolds is reached, a sliding regime will beompletely independent of the SM conditioning loop.
established on it provided the signal levels are selected The independence of both loops assures that the activation
appropriately. of the conditioning system affects neither the stability tiee



dynamics of the main loop. Consequently, contrary to what

happens with previous control solutions found in literaturo With ideal actuator

further analysis is necessary to guarantee the stabilithef 8 ‘ ‘

system in the presence of the compensating loop. Moreov 5 )
since the main loop is always closed even in the presence 1?1 )
constraints, i.eu = u,, the conditioning technique can alsc ® °of ]

be applied to unstable plants. 06 ]
0.3F i
t
[1l. | LLUSTRATIVE EXAMPLES % o1 02 03 04 05 06 07
A. Example 1 20 |

Consider an unstable plant together withPd controller.
The transfer functions of the plant and controller are

1 s
P = 1
() = — a9)
C(S) — 50 s+ 10 ) (20) 5 o1 02 03 0 05 06 07

S

. . Fig. 2. (a) Controlled variablg, and (b) control signat. of the system
Note: The design ofC corresponds to the first step of the,,\,'i?hout Cén)st,aim& vanan'e o 9 Y

control system design, and falls beyond the scope of thik wo* With constraints
Here, both the plant and the linear controller are given and : ‘
AW loop is designed for them to degrade gracefully from th .5 1
linear response. f-—.
The performance of the closed-loop systems in the absets Y 4/ = =TT TTmoIN T o
of actuator constraints is observed in Fig. 2. The respohse /
the controlled variable, (2a) showing a25% overshoot, is T
assumed to be the desired response of the system. Fig. . ‘ ‘ ‘ ‘ L ‘
depicts the control signal.
Fig. 3 shows the simulation results for the case of abound  * i
actuator. In this case, the actuator output is limitedufoe 20
[—15,15] whereas its time derivative is constrainedutp € 0
[—600, 600]. It can be observed in Fig. 3b that rate limiting = |
and saturation occur until the actuator enters its linegiore
at ¢z, (up, = u). As a result, a large overshoot and a lon
settling time appears on the controlled variapjeevealing a ~60, o1 02 03 o2 o5 o5 o
typical windup behavior (solid line of Fig. 3a).
To avoid windup, the proposed SM reference conditioning Rg. 3. (@ Contr_olled variablg, and (b) control and actuator outputsand
- . . . up Of the constrained system.
employed. For this purpose a first order filter is incorpatate
Its pole is chosen much faster than the process dynam With SM correction
(\; = —50) so that it does not appreciably affect by itsel [y ‘ ‘
the linear response. The auxiliary control sigmalswitches
according to the switching lavé(u,,z;) = u, — u. The ' T
claimed behavior of the SM conditioning loop is corrobodate R \r 1
in Fig. 4. The solid line of Fig. 4a depicts the process outp | ~
y whereas Fig. 4b displays the controller outputvhen the “ t
SM conditioning is employed. For comparative purposes, tl % 01 02 03 04 05 06 07
linear response (i.e. without saturation) is repeated shed
line. Fig. 4b corroborates that the controller output ndads
into restrictions (in factu coincides withu, all the time),
thus completely eliminating windup. Clearly, a sliding irag
is established immediately after the reference step awgidi
rate limiting. From¢,, the sliding mode is devoted to avoid
actuator saturation. Finally, & the SM correction becomes
inactive. The conditioned reference, i.e. the reference signal
that completely avoids constraints, is also displayed @ & Fig. 4. a) Controlled variablg and filtered reference (dotted), and (b) control
(dotted line). This figure shows that the large overshoot @sd actuator outputs = u, of the constrained system with SM conditioning.
effectively corrected, satisfying the aim of the AW loop of
degrading as gracefully as possible from the linear respons
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Remark 3: No control effort is done to enforce the state t
reach the sliding surface. Moreover, evolution within timear
region is the desired mode of operation. So, no attention I
to be paid to the reaching mode. 20

40

Remark 4: As a result of the SM anti-windup conditioning, © ol

the controller and the actuator outputs coincide at eveng.ti
Since no saturation occurs, the main control loop remai
closed all the time and its dynamics is not altered by tF -1

0

loop is necessary. 12
Remark 5: The SM conditioning can be applied to open-loo] 1
unstable plants. It can be seen that, in order to force dperat - °¢
in the linear region, the process instability is transféri@ the 08
reference. This fact, in other context, has been alreadgstd
in Seronet al. (1995). Effectively, during the sliding regime

0.4

System response with and without SM correction

0
conditioning loop. So, no further stability analysis of tinain Loy

18

t

10

12

14

16

18

20

on S, ry increases exponentially. Obviously, this mode c. ° 2
opera_tlon f|p|shes when the system r,eenters the “f‘eameg_'f?ig. 5. System response with and without SM conditioningvaa)ablezz,
Effectively, if the closed-loop dynamics of the main loop i) variablez; .

faster than the one corresponding to the unstable pold3, of
the errore will diminish rapidly. Then, when-; approaches

r, the main loop will be able to operate in the linear regior
deactivating the SM compensation. From thep,converges

Phase trajectories with and without SM correction
40

to r with the time constant of the filteF'. 20l i
251 q
B. Example 2
20 b
Consider now the following example. The equation
15 b
0 .01 0 0 ol 1
g=| =50 -1 1 |z+| 50 |r (21)
—-.001 0 O .001 5f 1
corresponds to a closed-loop system. The first two files ¢ ° N
scribe the dynamics of the process whereas the last is " | ~~ L 2]
integral state of thePI controller. It is supposed here that, Tl 7

-0 T T e~ _____- —_ B

for safety operation of the system, the variablg must be
upper-bounded te,;;,,, = 20. Naturally, it is assumed that,
is accessible.
To fit within the general framework previously developedkig. 6. Phase trajectories {m2, 2) of the system response with and without
the controller and process should be redefined. EffectiveRM conditioning.
equation (21) can be reinterpreted as a process described by
the first file and a strictly proper controller described bg th
last two files. along the lineA B. Obviously, the slope of the sliding surface
In order to meet with this constraint ar, (which is here as well as the sliding dynamics is given by the sliding gain
seen as a control signal), an SM conditioning of the filtered Once the system trajectory points towards the safety negio
reference is proposed. Unfortunately, the obvious switghifrom both sides of the sliding surface, the system naturally
law s(z) = xa1m — 22 does not have relative degree one witl§volves in this region without reference conditioning tedea
respect tow. So, a sliding regime cannot be established onifs equilibrium point. Finally, Fig. 5b shows the graceful
and z, might cross the surface(z) = 0 and evolve towards degradation of the controlled variablg caused by the SM
dangerous operating regions. To overcome this obstaclkeya reonditioning.
switching law defined bys(z) = 2,5, — 2o — 7@y = 0 Remark 6: As this example shows, the proposed SM algo-
is proposed. Note that error feedback is implicit4n = rithm originally developed to cope with actuator nonliriges
—x4 4 50e + x3. To ensure safety operation, the SM referencedn be extended to overcome problems associated to oter kin
conditioning begins even befors, reaches its upper-bound.of restrictions.
During the sliding regimey, converges exponentially towards
its limit value with time constant. Fig. 5a shows the smooth IV. CONCLUSIONS
convergence ofz, to its bound atzy,,, = 20 with the An anti-windup algorithm based on the reference condition-
fast sliding dynamics. Fig. 6 displays the associated mysténg concept is developed using tools of sliding mode control
trajectory in the phase plarie,, <3). The SM protection acts The most distinctive feature of the proposed methodology

-15 L L L L I I
-5



is the independence of the main control loop and SM con-
ditioning loop dynamics. Effectively, since the conditiiog
loop acts on the reference and nonlinearities are completel
avoided (in contrast with other approaches that are inttnde
to minimize the degradation in the presence of the problem),
the closed-loop linear behaviour of the main loop is never
abandoned. Consequently, no further analysis is necessary
guarantee the stability of the main loop. In addition, duthto
robustness properties of SM control, the conditioning Idgp
namics is insensible to the process output evolution. Mareo
the controller output dynamics is completely governed hey th
gains of the designer-chosen switching function. Findlg
implementation and tuning of the SM conditioning algorithm
is extremely simple.
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